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Problem Example Potential fields ¥; and ¥, by PFML for a 2 class problem Evaluation of Metric Space
Learn a representation where semantic similarity encoded as distance —>(ag:|CIa1SsS P?tential field W, (b) |C|a1sss Pc?tential field W, SOTA for Zero Shot Image Retrieval
X ass ampies » ass ampies
- - ass 1 Prox 2 » Class 1 Prox 2 Benchmarks — CUB-200 Cars-196 SOP
Dlsadvantages of Current Loss functions f:: C(),:I - ;Sljampglles I °« —>» glgssgspamgles \ Methods | (Chronological) R@1 R@2 R@l R@2 R@l1 RQ10
1) Pair Based e.qg. triplet, contrastive, n-tuplet loss T Xx T ResNet50 (512 dim)
Proxy Anchor 69.7 80.0 87.7 92.9 - -
il " = = MS+DAS 69.2 79.2 878 931 80.6  91.8
Models only a subset of v = = HIST 714 811  89.6 939 8L4 92,0
interactions Reduced feature quality *7' 2 2 CPML (Sec. 3.4) 683 787 8.2 915 794 90.7
> Dc;) Dc;) Potential Field (Ours) 73.4 824 92.7 95.5 82,9 92,5
Disregards overall S 2 2 DINO (384 dim)
: : : . ' < 2 DINO 70.8 81.1 429 539 634  78.1
representation space Susc_eptlble tp Iapel noise | N E £ Hyp e
- (useful information discarded) . HIER 8.1 882 913 952 857  94.6
® ’. b= Potential Field (Ours) 83.1 89.3 94.7 96.5 86.5 95.1
./ . . . . ViT (384 dim)
o® l\.le.ed high CqmpIeX|ty sample . ViT-S 83.1 904 478 602 621 777
.\o/ mining strategies to work (O (N-)) Class potential field (W) = Superposition of individual fields, models net force applied on embeddings Eﬁfemial Field (Ours) 883.68 S;fé 982:55 3?; 882:92 3;1:3
Net force on embedding of Class N = Gradient of Class N potential field ¥y at its location
2) Proxy Based e.g. Proxy Anchor, ProxyNCA Adv. #3 Label Noise Resilience & Intra-Class Feature Preservation. The decaying strength of Much bhust Benchmarks —»  CUB-200 Cars-196
| _ _ . interaction ensures ¥; and ¥, draw embeddings towards nearby same class embeddings, unlike uch more r? UST  Methods Ral —R@2 R@l  Ra2
Less effective as no sample-sample comparison information is used past methods that push them toward distant class embeddings, which may be very different to Label Noise %Mti iimiiarity 233 %f ;23 ;gf
: variants of the class or a mislabeled point (20% corruption) e e
Proposed Solution: PFML o _ _ Potential Field 66.7 76.9 84.5 88.6
_ o | | | Overall Training Pipeline
Use a continuous potential field to directly model all interactions Sorr | | Queries Top Retrievals
. ple Embeddings Class Proxies :
Adv #1 No complex mining needed — "
Adv #2 Better features (all Interactions modeled) Pl e LY«
. N PR L
¢ °° ¢%e ; _ Qualitative
o _ _ _ g * ; PFML also uses proxies to Zero Shot
| Each point mduces_ attractive & repulsive pote.ntla_ls - . O e - augment embedding fields .
Blg Change: Interaction Strength (force) decays with distance Backbone Calculate Attraction Fields Calculate Repulsion Fields Retrievals
‘@ @& : .. i
—_— Attraction Potential Repulsion Potential / * .35 [ B ‘ . Adv #4 Better use of Proxies .
5 | R " g . vs Previous Methods. As they Scan To
-~ | § . better represent data Know More
N | g Superpose . distribution due to PFML having
\ €l | E S . decaying interaction strength
/ ! ! Class Potential :
N . | | 5 Fields i €)1 &
Embedding Z; | | | | | | i | | Minimize Potential Energy Calculie Tota]  Minimize Potential Energy
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