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                   Problem
Learn a representation where semantic similarity encoded as distance

Evaluation of Metric Space
 SOTA for Zero Shot Image Retrieval

Attraction Potential Repulsion Potential

1) Pair Based e.g. triplet, contrastive, n-tuplet loss

2) Proxy Based  e.g. Proxy Anchor, ProxyNCA

Less effective as no sample-sample comparison information is used

Disadvantages of Current Loss functions

Use a continuous potential field to directly model all interactions 

 Adv #1 No complex mining needed 

 Adv #2 Better features (all Interactions modeled)

Each point induces attractive & repulsive potentials

Big Change: Interaction strength (force) decays with distance

Adv. #3 Label Noise Resilience & Intra-Class Feature Preservation. The decaying strength of 

interaction ensures Ψ1 and Ψ2 draw embeddings towards nearby same class embeddings, unlike 

past methods that push them toward distant class embeddings, which may be very different 

variants of the class or a mislabeled point

Proposed Solution: PFML

Class potential field (Ψ) = Superposition of individual fields,  models net force applied on embeddings 

Net force on embedding of Class N = Gradient of Class N potential field 𝚿𝑵 at its location

Example Potential fields 𝚿𝟏 and 𝚿𝟐 by PFML for a 2 class problem

PFML also uses proxies to 

augment embedding fields

Adv #4 Better use of Proxies 

vs Previous Methods. As they 

better represent data 

distribution due to PFML having 

decaying interaction strength

Much more robust 

to Label Noise

(20% corruption)
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